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Abstract 

The  Mars Polar Lander (MPL) mission is the first 
planetary  mission  to w e  Internet-based  distributed 
ground operations where scientista and engineers cod 
labornte in daily mission operations f+om multiple geo- 
graphically distributed locations via the Internet.  This 
paper describes the operations system, the Web In- 
terface for Telescience (WITS), which is used by the 
MPL  mission for Internet-based  operations. The MPL 
mission is a lander which will  land near the south pole 
of Mars  in December, 1999. WITS wall be wed for 
generating  command sequences for the lander’s s t e m  
camera, robotic arm, and robotic arm  camem. 

1 Introduction 

The Mars Polar Lander (MPL) will land near the 
south pole of Mars in December 1999 and perform an 
approximately three month mission [l]. An artist’s 
drawing of the lander is shown in Figure 1. The lan- 
der will carry  the Mars Volatiles and  Climate Sur- 
veyor  (MVACS) instrument  suite, lead by scientists at 
the University of California at Los  Angeles (UCLA). 
The mission operations  center will be at UCLA. The 
mission  will include searching for near-surface ice and 
possible surficial records of cyclic climate change, and 
characterizing physical processes key to  the seasonal 
cycles of water,  carbon dioxide and of dust on Mars. 

The MPL mission  will be  the first NASA plane- 
tary mission  which utilizes Internet-based ground o p  
erations to enable geographically distributed scientists 
and engineers to collaborate  in daily mission command 
sequence generation.  Internet-based  distributed oper- 
ations for the Mars Polar Lander mission  will be done 
using the Web Interface for  Telescience (WITS).  This 
paper describes the ground operations for the MPL 
mission using WITS,  the implementation of WITS, 
and results of operations using WITS (REVIEWER 
NOTE: the results of operations will include actual 
mission operations results between landing in  Decem- 
ber, 1999, and  the final due  date in February, 2000). 

WITS serves multiple purposes for the MPL  mis- 
sion. It is the primary  operations  tool for  visualiza- 
tion of downlink data and generation of command se- 
quences for the robotic arm ( R A )  and robotic arm 
camera (RAC). It is also used  for command sequence 
generation for the Stereo Surface Imager (SSI) stereo 
camera which is mounted on a lander  mast.  WITS will 
also enable Internet-based users to generate command 
sequences  for the RA, RAC, and SSI. For example, 
scientists at  the University of Arizona, who are re- 
sponsible for the RAC and SSI, will be  able to gener- 
ate daily sequence inputs from Arizona so that they 
do not have to be at  the UCLA operations center for 
the whole  mission. Internet-based  operations will also 
enable WITS support engineers at JPL  to provide mis- 
sion support without having to travel to UCLA. This 
reduces operations costs by requiring fewer support 
personnel at UCLA.  Also, it enables faster resolution 
of problems by allowing remote JPL support engineers 
to work on problems immediately without having to 
travel to UCLA (an hour or more delay) to address 
problems. Public outreach is another  important a p  
plication of WITS for the MPL mission. A separate 
WITS system will be available to  the general public to 
enable them to plan and simulate  their own  missions. 

WITS was originally developed in NASA research 
programs for use in future rover missions [2,3]. WITS 
has been reimplemented based upon rover  field test ex- 
periences and mission requirements for use in flight 
missions. The Mars Polar  Lander mission is the 
first flight  mission  use of WITS. Other examples of 
Internet-based robot  operation can be found in [4, 51. 

2 System Architecture 

WITS is a part of the complete MPL mission 
ground operations system. A simplified diagram of 
the MPL ground operations system is  shown  in  Fig- 
ure 2. Downlink data from iMars is processed and 
put in databases. One of the  databases is the WITS 
database. Sequence generation begins using a se- 
quencing tool called APGEN which generates daily 



Figure 1: Artist's Drawing of Mars Polar Lander on Mars 
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high  level sequences for all the lander instruments. 
The sequences for the different instruments  are sent 
to sequence generation systems specific to each instru- 
ment. Included in the sequences are requests which 
include textural descriptions of what needs to be done 
in each request and how much time, energy, and  data 
volume  is allocated for  each request. WITS is the se- 
quence generation system for the RA and RAC and 
some SSI operations.  WITS  generates the low-level 
commands to achieve the goals specified in the re- 
quests and within the resource allocations specified. 
The multiple sequencing systems then output their se- 
quences to  the SEQGEN planning tool where all the 
detailed sequences are  integrated  and resource check- 
ing on the integrated sequence is done and final se- 
quence modifications are made to ensure a valid se- 
quence within resource constraints. The final sequence 
is- then  sent into  the uplink process, eventually to be 
received at the lander. 

The  WITS architecture is  shown  in Figure 3. The 
WITS  Database holds downlink data products  and u p  
link sequence information. The WITS Server provides 
communication between the WITS  Database  and the 
WITS Clients. The WITS Clients are  distributed over 
the  Internet  and provide the interface to  the user to 
view downlink data and  generate command sequences. 
Sequences from other sequencing tools, e.g., APGEN, 
are placed in the WITS  Database for access by the 
WITS Clients, and sequences completed by WITS  are 
placed in the  WITS Database where they are retrieved 
by other sequencing tools, e.g., SEQGEN. It would be 
possible to have other sequencing tools communicate 
with the  WITS Server to send and receive  sequences 
between the sequencing tools, but for this mission it 
was determined that  the most efficient approach is to 
place sequences in the  database for other  tools to copy. 

3 Internet  Security 

A critical element in Internet-based mission opera- 
tions is Internet security. Each day, a large amount 
of data is  received  from the spacecraft at the mis- 
sion operations center and placed into a local database 
for processing and viewing  by  mission scientists. To 
enable collaboration in daily sequence generation by 
distant,  Internet-based, scientists, a secure and effi- 
cient way to deliver the  data  to  the remote scien- 
tists is needed. Individual scientists may want, or 
have authorization for, only a specific subset of the 
downlink data. Also, secure Internet communication 
is needed to receive inputs, e.g., command sequences, 
from the Internet-based users. WEDDS, the WITS 

Encrypted Data Delivery System, was created to pro- 
vide the required secure Internet-based communica- 
tion for WITS. 

WEDDS is a framework  for automatically dis- 
tributing mission data and receiving remote user 
transmissions over the Internet in a secure and efficient 
manner. WEDDS has been integrated with WITS for 
the 1998 Mars Polar Lander mission, but is designed 
to work with any existing mission application with lit- 
tle modification. WEDDS operates in a fashion that 
is transparent  to  the remote user. Files simply appear 
on the remote user’s machine as they become  avail- 
able, and connections are made securely without any 
additional effort on the  part of the user. 

WEDDS utilizes a comprehensive approach to In- 
ternet security to confirm the  identity of its users 
and  encrypt transmissions to  and from the mission 
control center. All WEDDS connections are  authen- 
ticated using the NASA Public Key Infrastructure 
(PKI). NASA Ames  is currently overseeing the instal- 
lation of the NASA PKI  at all NASA centers [6]. Af- 
ter  authentication, all WEDDS communications are 
made through SSL (Secure Sockets Layer) sockets 
and  are  encrypted using the  Triple-DESEDE3 algo- 
rithm [7, 81. Data transferred by WEDDS is nearly 
impossible to decipher if intercepted, and fooling the 
authentication protocol would require compromising 
the NASA  Ames Certificate Authority, which is highly 
protected  and forms the backbone of  NASA’s future 
approach to security. Each copy of the WEDDS client 
software can not be activated unless the remote user 
provides his personal security profile to  the system, 
which  is kept on a floppy  disk in the possession of the 
user. 

Several approaches to automatic, secure data de- 
livery  were considered before WEDDS was created. 
Among these were Virtual  Private Network (VPN) 
approaches and dedicated leased lines. VPN’s allow 
a filesystem to be shared through an encrypted con- 
nection, but most do  not use an  authentication model 
that is as strong as the NASA PKI, or an encryption 
method as aggressive as WITS’ Triple-DES-EDE3 al- 
gorithm. Dedicated leased  lines are expensive, slow, 
and only  allow data  to be distributed to one  additional 
site per leased line. In addition, the  data on a dedi- 
cated leased  line still needs to be encrypted in order 
to protect the data from eavesdropping attacks. 

The following are  the most significant advantages 
of WEDDS over these and other existing approaches 
to  data distribution. 

1. Automatic distribution: WEDDS does not re- 
quire the remote users to request a data update. 



The  data is automatically delivered as it becomes 
available, ensuring that all of the remote users 
will be constantly up to  date. Most existing ap- 
proaches to this problem do not have this capa- 
bility. 

2. Fine grained access control: The WEDDS admin- 
istrator can specify  on a user by user basis exactly 
which users will  receive a particular file or direc- 
tory. This is  very important  and largely unad- 
dressed by existing approaches to this  task. 

3. Platform independence: Since WEDDS is written 
entirely in Java, it can run on most computers 
without modification. This is an  important fea- 
ture because remote scientists in a mission  use a 
variety of computer types. 

4. Strong  authentication and encryption: WEDDS 
uses SSL to perform authentication, a highly SI+ 

cure approach that is used to protect nearly every 
online commerce transaction today, from stock 
trades to online auctions. The encryption on 
transmitted data is Triple-DESEDE3. Breaking 
this  encryption  method, even if every computer 
in the world  was used, would take millions of 
years [9]. No data distribution system currently 
in use uses such a highly secure authentication 
and  encryption scheme. 

5. Clients can  return data  to  the server securely: 
WEDDS clients can be allowed to transfer files 
back to  the mission control center. Files from 
users are stored on the server in a compressed, 
enveloped form that allows  &em to be scanned 
for hostile code. Since every client is authenti- 
cated using the  JPL  PKI, unauthorized users can 
not  transmit files to  the server. 

WEDDS is implemented as two Java programs, a 
server and a client. For each mission, there is typi- 
cally one server,  operating behind a mission  firewall, 
and many clients, one on each remote user’s  machine. 
The WEDDS server administrator uses the server’s 
graphical interface to indicate the directories to be 
distributed, build a list of authorized users and user 
groups, and specify precisely what files  each  user or 
user group should receive.  He  can also allow  spe- 
cific users to transmit files  back to  the server through 
WEDDS. The WEDDS server runs continuously, pe- 
riodically checking to see if files  have been updated. 
When an  updated file  is discovered, it is  marked  for 
distribution to  the appropriate users. When an autho- 
rized  user connects to  the WEDDS server, a WEDDS 

transaction is performed, and the  updated files are 
automatically transferred to the user  in a compressed, 
encrypted format. 

Figure 4 illustrates the steps necessary  for a single 
WEDDS transaction.  Steps 1 and 2 occur once,  before 
the beginning of the mission,  while steps 3 through 9 
occur for every transaction. In step 1, a remote user 
must obtain a security profile  from the NASA Public 
Key Infrastructure (PKI), which requires appearing in 
person at one of the NASA center’s security offices and 
providing positive identification. A security profile  is a 
set of files  on a floppy disk, protected by a password, 
that contain a user’s private key. A user needs his 
private key to positively identify himself online. Note 
that  the WITS Server is also issued a security profile so 
that  it can prove its identity to remote users. In step 2, 
each  user must contact the mission administrator  and 
request that their profile be given access to mission 
data. 

Steps 3 through 9 are repeated for every transmis- 
sion  from the client to  the server or from the server to 
the client. In steps 4 through 7, the server and client 
exchange digital “signatures”,  generated from their se- 
curity profile. They verify these signatures by  com- 
municating with the NASA PKI. This process, SSL 
authentication, relies on the fact that  it is nearly im- 
possible  for  someone to generate  another user’s digital 
signature without that user’s private key and pass- 
word. In step 8, the  last step in establishing an SSL 
connection, the client and server generate a unique 
symmetric encryption key that will be used to en- 
crypt the traffic for this  transaction. Note that this 
encryption key  is  never sent as clear-text over the in- 
ternet,  and all subsequent traffic  for this  transaction 
is encrypted, making WEDDS transactions invulner- 
able to eavesdropping or “packet-sniffing” attacks. In 
addition, every WEDDS transaction is protected by a 
new encryption key. Even if an attacker managed to 
compromise an encryption key (a highly  unlikely  ac- 
complishment), he  would  only  have  access to  the  data 
transferred in a single transaction. 

4 Downlink Data Visualization 

Downlink data from the lander is provided to  the 
user  via  various  views.  Two  windows provide the user 
with available data  to be visualized. The Results Tree 
window displays the available downlink data for the 
mission by date of downlink. It also has lists of de- 
scent imagery. The  Plan window displays available 
Panorama, Overhead, and 3D  views for a specific plan. 
This is  usually the most convenient way for a user to 
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specify a view to be opened since the desired views 
usually have data which  axe organized for the specific 
plan. Each of these specific  views has a specific set of 
downlink data  it uses, so definitions of these views  may 
be  updated each day and  put in the new plan. The 
Results Tree and  Plan windows  have data displayed 
in a tree  structure whose nodes can be expanded  or 
collapsed. The user opens a view to visualize down- 
link data by clicking on the item. The various types 
of views are described below. 

The Descent  view provides images taken from the 
spacecraft during descent to  the surface and shows 
the landing location. The Overhead view  shows the 
area  around the lander from above. An optional grid 
provides angle and range information. Color-coded 
elevation map  and  texture  mapped image options are 
provided. Targets are displayed in the Overhead view, 
as well as selected points. 

The  Panorama view,  shown in Figure 5, is a mosaic 
of images taken by a stereo camera. Selecting a point 
in an image causes the x,y,z position on the surface to 
be displayed as well as the ARZ (azimuth angle, range 
from site  center,  and z elevation value). The point can 
be  turned  into a science target via the Main window 
Action pull-down  menu. The  Panorama view can be 
shown in 1/4, 1/2, and full scale. 

The Wedge  view displays one image with various 
options, e.g.,  left or right image from stereo image 
pair,  anaglyph,  and resize. When a user selects a pixel 
in a Wedge or Panorama image, WITS determines the 
corresponding x,y,z position and surface normal on the 
terrain  and displays the x,y,z position to  the user  in all 
views  in  which this point is visible. This point can be 
turned  into a target, as  described below in Section 5. 

In the Wedge  view, the pixel intensity is also displayed. 
The Contrast Adjuster view (selected from a Wedge 

view  pull-down menu) enables the  contrast  to be ad- 
justed for a Wedge  view  image. The minimum and 
maximum  desired  pixel intensities are selected via 
scroll bars  and  then the pixel intensity values of the 
image are linearly stretched to have the selected pixel 
intensities become minimum (0) and maximum (255). 
The histogram of the initial and  adjusted images are 
also shown. 

The 3D  view,  shown  in Figure 5, provides a 3D 
solid  model visualization of the lander  and  terrain. 
Sequence simulation is visualized in the 3D  view. 

5 Sequence Generat i m  

The views  discussed above provide a means for vi- 
sualizing downlink  mission data.  WITS also provides 
various windows and  features for command sequence 
generation. WITS enables 3D locations to be used as 
parameters in commands. As described in the Wedge 
view description above, a user  specifies a 3D point by 
selecting a pixel  in an image in either  the Wedge or 
Panorama views and  WITS  determines the 3D coor- 
dinates  and displays them at  the selected point. The 
point can be turned  into a target by selecting “Add 
Target” in the Main  window Action pull-down  menu. 
Targets  are displayed in the views as pink  circles. 
WITS keeps track of all  specified targets  and provides 
them as possible input  parameters to sequence com- 
mands. 

The Sequence  window  is  used to generate a com- 
mand sequence. A command sequence has a hierar- 
chy of elements. The hierarchy, in descending order, 
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Figure 5: Panorama and 3D Views and Sequence and  Plan Windows 

is: Sequence, Waypoint, Request, Macro, Step.  There 
can be any number of elements at a lower  level  of the 
hierarchy, e.g., there can be any number of macros in 
a request. There is  only one waypoint for a lander 
mission, the landing site (the waypoint level  is added 
to enable  WITS to support  future rover  missions as 
well). A request represents a high-level task. A macro, 
described in more detail below,  is the functional ele- 
ment in WITS by  which the user  specifies commands 
and  parameters. Macros have expansions into  steps. 
A step is a low-level command that will be uplinked 
to  the spacecraft. WITS can generate various format 
output sequences. For the flight  mission, WITS out- 
puts sequences in the Spacecraft Activity Sequence 
File (SASF) format [lo]. 

The Sequence window  shows the sequences  in  one 
plan. Multiple sequences can be displayed. A plan 
generally represents the planning elements to generate 
one command sequence to be  uplinked to the lander. 

The sequences are shown  on the right  hand side of 
the Sequence  window. Supporting multiple sequences 
is useful  for integration of subsequences from differ- 
ent scientists or subsequences for different instruments 
into the final  uplink  sequence. 

A list of macros  which can be inserted  into a se- 
quence is  shown  on the left side of the Sequence win- 
dow. hlultiple lists of macros are available; choosing 
between macro lists is done via the pull-down  menu 
above the macro list. A macro is inserted  into a se- 
quence by selecting the location in the sequence for it 
to be inserted and  then double clicking on the macro 
in the macro list. Double clicking on a macro in the 
sequence causes the Macro  window to pop up.  The 
structure of the macro window  is the same for  all 
macros. At  the  top is a description area.  The pa- 
rameter names,  values, and means for specifying their 
values is in  the middle, and  the macro expansion into 
steps is at the bottom. Depending on t,he type of pa- 



rameter,  text  areas, pull-down menus, and slidebars 
are provided for  specifying the parameter values. A 
macro-specific algorithm converts the  parameters  into 
the expansion which  can have any number of steps. 

A macro can generate View Objects which are dis- 
played in the views to indicate  what  the macro is  spec- 
ifying. Figure 5 shows square outlines which are view 
objects for SSI imaging commands. They represent 
where images will be taken by the SSI  in the current 
sequence. 

There are various sequence editing features in the 
Sequence window,  e.g., cut, copy, paste,  and delete 
in the Action pull-down menu. Additionally, the user 
can click and  drag  an item in the sequence to another 
position in the sequence, e.g., the user can click on a 
macro and drag it into a different request. 

The WITS Sequence Execution window allows the 
user to simulate a sequence. The sequence simulation 
is visualized in the 3D view. 

Resource analysis and rules checking are  important 
elements of sequence generation. WITS provides re- 
source analysis for a sequence. The  duration, energy, 
and  data volume for each step of the sequence are 
computed and stored along with the cumulative du- 
ration, energy and  data volume at each step. When 
a user clicks on a step in the Sequence Window, then 
information about  that  step is displayed in the  text 
area at  the  top of the window,  e.g., resources for that 
step  and cumulative resources through that step  and 
absolute execution time. Rules checking  is important 
to ensure that a sequence is  valid relative to specified 
sequence rules. An example of MPL mission sequence 
rules that  WITS checks  is verification that request re- 
sources used are within allocations. 

6 Internet-Based  Collaboration 

Internet-based collaboration is  achieved in WITS 
by providing Internet-based users with daily downlink 
data and allowing them to specify targets  and gener- 
ate command sequences and save them to  the common 
server. The Internet-based users can see each others 
targets  and sequences and can use inputs from  each- 
other’s sequences. The Sequence window File pull- 
down  menu enables sequences to be loaded from the 
common server (e.g., located at UCLA), or to be  saved 
to  the common server. One of the uses of distributed 
operations for the MPL  mission  is to  to have  scien- 
tists at the University of Arizona generate SSI imaging 
sequences and  submit  them to  the UCLA operations 
site. 

7 Public Outreach 

An important motivation for the development and 
use of WITS in a planetary mission  is its use  in public 
outreach. During the mission a separate version of 
WITS will  be made available to  the general public to 
run from any location on the  Internet, e.g., from their 
homes. A subset of mission  downlink data will be put 
in the public WITS database. The public will then 
be able to view mission  downlink data  and plan and 
simulate  their own missions. The goal is to provide 
the public with an engaging mission experience where 
they use the same tool as the mission scientists to 
view  mission data  and generate and simulate  their own 
missions. 

8 Implementation 

The client WITS system which is used by the 
Internet-based users was implemented using the 
Javal.2 programming language. The system is ac- 
cessed by remote users either by using the  Javal.2 
appletviewer or by going to a UFU from a web 
browser. At this  time, only browsers running on Win- 
dows95/98/NT operating systems can access WITS 
via a browser since Javal.2 is not yet supported 
for  browsers  on other  operating systems. The two 
browsers which  have  been  used are Netscape Navi- 
gator  and Microsoft Internet Explorer. In  this case, 
the user first must download the  Java PlugIn in order 
for the browsAr to support  Javal.2  language applets. 
Users who  have computers with Sun Solaris operating 
systems download the Java Development Kit  (JDK) 
onto  their computers and access and  run WITS from 
a URL using the JDK appletviewer application. It is 
anticipated that Netscape Navigator will soon support 
Javal.2 for the Solaris operating  system, so those users 
will be able to access WITS via their browser as well. 
Java3D must be loaded onto the client computers in 
order to see the 3D view. The  database is a structured 
Unix  file system. 

9 Mission Results 

WITS is currently being  used  in pre-landing oper- 
ations  tests at the UCLA operations  center. The final 
version of this paper will include results of the mis- 
sion through  the final  submission deadline in February 
2000. 
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10 Conclusions 
[9] RSA Data Security,  Inc. RSA 

Labs FAQ,  Question Indez, 1999. 
http://mr.rsa.com/rsalabs/faq/html/quastions.html. 

WITS is providing a new Internet-based operations [lo] w. Lombard.  Spacecraft  activity  sequence  file.  Tech- 
paradigm for planetary mission operations. WITS is nical  Report JPL Software  Interface  Specification 
being used  in the Mars Polar Lander mission ground Module  (SFOC-1-SEQ-ANY-SASF),  Revision 06, Jet 
operations for  downlink data visualization and com-  Propulsion  Laboratory, 1997. 
mand sequence generation for the robotic arm, robotic 
arm camera,  and  stereo surface imager. With  the use 
of WITS, the MPL mission  is the first planetary mis- 
sion to utilize Internet-based ground operations. The 
integrated visualization, sequence planning, and Inter- 
net security features of WITS make it a valuable tool 
for planetary mission operations. 
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